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Motivation

I Large-scale
system

I Increasing
complexity
(technology,
interaction,
uncertainties)

source: http://breakingenergy.com
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Dynamic Optimal Power Flow Problem

I Optimal Power Flow: Optimize power generation to meet power
demands

I Storage systems introduce dynamics
I Challenges:

I Scale of the system
I Coupling between components
I Non-convex problem

I Control solution: Non-centralized Model Predictive Control
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Partitioning of Large-Scale Systems

Describe a large-scale system as a graph S = (V, E), V is the set of
components (nodes) and E is the set of connections.
The k-way partitioning problem: Let P = {P1, . . . ,Pk},

minimize
P

f(P) (1a)

subject to
k⋃

i=1

Pi = V, Pi ∩ Pj = ∅, ∀i, j ∈ P (1b)
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Partitioning Methods

I Local improvement methods (e.g., Karneghin-Lin)

I Global methods (e.g., bisection, spectral bisection)

I Multi-step methods

I Non-convex optimization methods (e.g., genetic algorithms, harmony
search)
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Research Goals and Current Progress

Goal

Develop time-varying and event-triggered partitioning methods and
analysis of their impacts on non-centralized control.

Current progress:

I Literature study

I Scheduled partitioning (collaboration with T. Pippia - TUD, to be
submitted to ACC)

Possible collaboration:

I IRP 1.2, Partitioning for decentralized control of market-based
multi-agent system

I IRP 3.3, Partitioning of wind farm for distributed control

I Any other else?
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Decentralized and Distributed Control

Decentralized control Distributed control
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Distributed MPC

Framework: Model Predictive Control (MPC)

minimize
uk,...,uk+hp−1

f(xk|k, ũk) (2a)

subject to x`+1|k = Ax`|k +Bu` + Ed`, (2b)

g(x`|k,u`) ≤ 0, (2c)

for all ` ∈ {k, . . . , k + hp − 1}, where hp: prediction horizon.

Main interest:

I Coupling constraints exist

I Strategies based on distributed optimization methods

Some DMPC approaches considered:

I Game-theoretical approaches

I Dual decomposition approaches
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Research Goals and Progress

Goal

Explore non-centralized MPC strategies for large-scale complex energy
grids.

Current progress:

I Address communication issues on DMPC strategies and propose a
game-theoretic solution (submitted to CDC’17) 1

I Explore distributed/decentralized control of time-varying partitioned
systems (collaboration with T. Pippia-TUD, to be submitted to ACC)

I Extend the work of CDC paper to a journal version

I Explore game-theoretical DMPC strategies

Possible collaboration

I IRP 2.2, distributed energy management of storage systems in
microgrids.

I else?
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Some Plans

I Submit thesis proposal (December 2017)

I Thesis proposal defense (January 2018)

I First secondment in Bologna (Spring 2018, tbc)

I Second secondment in GE, Munich (End 2018, tbc)
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thank you

THANK YOU
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Information-Exchange Protocol for DMPC
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I Consensus based protocol:

ṗi,t =
∑
j∈Ñi

(pj,t − pi,t), ∀i ∈ V,

pi,0 = [qj ], qj =

{
nsi,0 if j = i,

0ns,j otherwise,

I Relax communication assumption

I Enhance robustness against failure

Scenario Protocol, Communication Cost (Proportional)

1 Default, no failures 1.00

2 Consensus-based, no failures 1.00

3 Default, with failures 1.18

4 Consensus-based, with failures 1.00

back
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